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Curating good training data is critical to the 
performance of LLMs.

• Latest open-source LLMs are trained on 30+ trillion tokens of data 
(Qwen 3)


• Every frontier lab has data teams constantly working on designing new 
training datasets


• “To train the best language model, the curation of a large, high-quality 
training dataset is paramount. In line with our design principles, we 
invested heavily in pretraining data.” - Llama3 blog


• How did we get here?
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The role of Data in AI

Foundation Model
Embeddings

Liger: Smart Fusion of Foundation Models and Weak Supervision

def L_1:
  SPAM if “check out” 

def L_2:
  NOT SPAM if “love” 
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Y
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Local Estimates of Source Quality

Local Source Extensions

Liger

ModelTraining data +
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The role of Data in AI

Model-centric AI:

Improve architectures, optimisers, training
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The role of Data in AI

Data-Centric AI:

Improve data quality

Hold model/training constant 
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  NOT SPAM if “love” 
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Late 2010s,

early 2020s
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Early LLMs: scaling

https://futuredirections.ieee.org/2023/04/24/how-much-bigger-can-should-llms-become/

Kaplan et. al., 2020. Scaling Laws for Neural Language Models.6

https://futuredirections.ieee.org/2023/04/24/how-much-bigger-can-should-llms-become/


LLMs and Data: quantity is not everything
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Takeaway: today, people widely accept that having good LLM training data is just as 
important as having a lot of it

 Sorcher et al., 2022.  Beyond neural scaling laws: beating power law scaling via data pruning.

Abbas et al., 2023. SemDeDup: Data-efficient learning at web-scale through semantic deduplication.   

https://futuredirections.ieee.org/2023/04/24/how-much-bigger-can-should-llms-become/


A bit about me

• LLM data researcher, final-year PhD student at Stanford advised by 
Christopher Re (I am not a roboticist :)) 


• Developed algorithms for data labelling, data curriculum, data mixing, 
synthetic data


• Partnered with Snorkel AI, Together AI, AI2, involved in creation of 
several LLMs and their training datasets (e.g., DCLM)
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Outline
• The LLM data development pipeline 

◦ What makes good data?


◦ How do you create a good dataset?


• Deep dive into data mixing 

◦ Key development: Mixing laws


◦ Case study: two methods that utilise mixing laws


◦ Implications of Mixing Laws: improving understanding
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The LLM Data Development 
Pipeline
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What makes a good LLM training dataset?
Quantity (# of tokens)


Quality (sample-level properties)


Composition (dataset-level properties)
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What makes a good LLM training dataset?
Quantity (# of tokens) 

Quality (sample-level properties)


Composition (dataset-level properties)
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What makes a good LLM training dataset?
Quantity (# of tokens)


Quality (sample-level properties) 

Composition (dataset-level properties)


Well, these are still some difficult questions to answer with pin-point 
accuracy, and at this point I don't believe anyone has the exact answer to all 
3 of these questions. What I offer below is a mix of what I Think, What I 
know and what Appears to be.... Anyone currently attempting to answer 
these questions with some type of

A vaccine is a biological preparation that improves immunity to a particular 
disease. A vaccine typically contains an agent that resembles a disease-
causing microorganism, and is often made from weakened or killed forms of 
the microbe, its toxins or one of its surface proteins.

FineWeb-Edu Score: 2/5

FineWeb-Edu Score: 4/5

13 Penedo et al., 2024. The FineWeb Datasets: Decanting the Web for the Finest Text Data at Scale



What makes a good LLM training dataset?
Quantity (# of tokens)


Quality (sample-level properties)


Composition (dataset-level properties) 

LLM that can do many things:


📝 summarise documents


👩💻 write code


🔢 solve math problems


💬 chat with users in many languages


🧪 make scientific discoveries?

14 Wettig et al., 2025.Organize the Web: Constructing Domains Enhances Pre-Training Data Curation



How to create a good LLM dataset

Acquire data Transform data

Quantity ↑ Quality ↑ Composition ↑

Mix data
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How to create a good LLM dataset

Acquire data Transform data

Mix data

Final dataset

Acquire data Transform data

Acquire data Transform data
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Source 1

Source 2

Source 3



Data acquisition: ∅ → X
From the web Synthetically Generated

Foundation Model
Embeddings

Liger: Smart Fusion of Foundation Models and Weak Supervision

def L_1:
  SPAM if “check out” 

def L_2:
  NOT SPAM if “love” 

Weak Sources

Y

λ1 λ2 λ3

Estimate Source Quality

Weak Supervision
Systems

Y

λ1 λ2 λ3

Local Estimates of Source Quality

Local Source Extensions

Liger
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Data transformation: X → X′￼

Filtering

18 Li et al., 2024.  DataComp-LM: In search of the next generation of training sets for language models.

Maini et al., 2024. Rephrasing the Web: A Recipe for Compute and Data-Efficient Language Modeling.
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Data transformation: X → X′￼

Filtering
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Data transformation: X → X′￼

Filtering

21 Li et al., 2024.  DataComp-LM: In search of the next generation of training sets for language models.

Maini et al., 2024. Rephrasing the Web: A Recipe for Compute and Data-Efficient Language Modeling.



Data transformation: X → X′￼

Filtering Rewriting

22 Li et al., 2024.  DataComp-LM: In search of the next generation of training sets for language models.

Maini et al., 2024. Rephrasing the Web: A Recipe for Compute and Data-Efficient Language Modeling.



Data mixing: X1, …, Xm → Xfinal

?

?
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Goal: given m data domains, how should we combine the domains to produce 
a good model?


To be discussed in the next part of the tutorial!

8%
17%

25%
50%

General Knowledge
Math/Reasoning
Code
Multilingual

Llama-3 mix



Deep dive: Data Mixing
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What is Mixing?
LLM that can do many things:

📝 summarise documents

👩💻 write code

🔢 solve math problems

💬 chat with users in many languages

🧪 make scientific discoveries?

General Knowledge
Math/Reasoning
Code
Multilingual
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What is Mixing?
LLM that can do many things:

📝 summarise documents

👩💻 write code

🔢 solve math problems

💬 chat with users in many languages

🧪 make scientific discoveries?

General Knowledge
Math/Reasoning
Code
Multilingual

?

?

?
?
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Goal: given m domains, in what ratios p should we sample the 
domains to produce a model that excels at all desired capabilities?”




Why mix?

Reality:

• Models are trained on multiple datasets.

• Mixing is inevitable: even simple concatenation of datasets is a form of 

mixing.

Mixing lets you:

• Control the training distribution with a low-dimensional knob, p.

• Navigate trade-offs among desired model capabilities
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Why mix?
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Mixing works! A “good mix” can dramatically improve performance across tasks.

“Bad mix”

Uniformly at random; “Okay mix”

“Good mix”
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Chen et al., 2023.  Skill-it! A Data-Driven Skills Framework for Understanding and Training Language Models



Why is mixing challenging?
Naive approach: brute-force search/manual tuning to find a good mix = costly! 


• Used in GLAM (2021), Tulu3 (2024), OpenVLA (2024)
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Mixing settings

30

Static mixing Dynamic mixing

Training Duration

Train entire 
model on p

Training Duration

Train model on 
p1 for s steps

Train model on 
p2 for s steps

Train model on 
p3 for s steps

…

0 s 2s



Mixing settings

31

Static mixing Dynamic mixing

✅   Simple; prepare mix & hit “run”


✅   Reusable (e.g., “OXE Magic Soup”)


❌   Can leave performance on the table

Training Duration

Train entire 
model on p

Training Duration

Train model on 
p1 for s steps

Train model on 
p2 for s steps

Train model on 
p3 for s steps

…

0 s 2s



Mixing settings
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Static mixing Dynamic mixing

✅   Simple; prepare mix & hit “run”


✅   Reusable (e.g., “OXE Magic Soup”)


❌   Can leave performance on the table

✅   Adapts mix to current model checkpoint


✅   Strong evidence that order matters (example: learning 1 digit 
addition before 2 digit addition)   


❌   Implementation issues (incompatible with many trainers)


❌   Difficult to reuse a dynamic mix 

Training Duration

Train entire 
model on p

Training Duration

Train model on 
p1 for s steps

Train model on 
p2 for s steps

Train model on 
p3 for s steps

…

0 s 2s



Formal problem (static)
• Given: m training domains  , token budget ND1, …, Dm
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Formal problem (static)
• Given: m training domains  , token budget N


• Choose: data mix , then create  using  tokens per domain 

D1, …, Dm

p ∈ △m−1 Dtrain N × pi
Di

34



Formal problem (static)
• Given: m training domains  , token budget N


• Choose: data mix , then create  using  tokens per domain 



• Evaluate: Train , compute validation loss  for n val datasets


◦ Val datasets: held-out split on training domains (n=m), or OOD/downstream

D1, …, Dm

p ∈ △m−1 Dtrain N × pi
Di

LM(p) fi(LM(p))
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Formal problem (static)
• Given: m training domains  , token budget N


• Choose: data mix , then create  using  tokens per domain 



• Evaluate: Train , compute validation loss  for n val datasets


◦ Val datasets: held-out split on training domains (n=m), or OOD/downstream 


• Static Data Mixing Problem:

D1, …, Dm

p ∈ △m−1 Dtrain N × pi
Di

LM(p) fi(LM(p))

minimizep∈△m−1
1
n

n

∑
i=1

fi(LM(p))

36

Goal: compute near-optimal p* in a way that’s more efficient than search 



Formal problem (dynamic)

• Choose: Split training into T stages according to the dynamic mix 
 ( where each )p = [p1, p2, …, pT] pt ∈ △m−1

37

Training Duration

Train model on 
p1 for N/T steps

Train model on 
p2 for N/T steps

Train model on 
p3 for N/T steps

…

t=1 t=2 t=3 t=T

Train model on 
pT for N/T steps



Formal problem (dynamic)

• Choose: Split training into T stages according to the dynamic mix 
 ( where each )


• Dynamic Data Mixing Problem:

p = [p1, p2, …, pT] pt ∈ △m−1

minimizep∈△(m−1)×T
1
n

n

∑
i=1

fi(LM(p))
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Goal: compute near-optimal p* in a way that’s more efficient than search 

Training Duration

Train model on 
p1 for N/T steps

Train model on 
p2 for N/T steps

Train model on 
p3 for N/T steps

…

t=1 t=2 t=3 t=T

Train model on 
pT for N/T steps



Many methods…

39

• Numerous techniques: 
bandits, distributionally 
robust optimization, multi-
task learning, portfolio 
optimization, …  


• Which one to use? What 
are they really doing?



Key insight: mixing laws
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Key insight: mixing laws

There is a structured relationship between the data mix p and 
the performance metrics . fi(LM(p))
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Key insight: mixing laws

There is a structured relationship between the data mix p and 
the performance metrics . fi(LM(p))

42

Takeaway: Aim to understand the relationship between 
performance and data, then exploit this understanding to optimize 
the data mix!



Key insight: mixing laws
The relationship between the mix p and  can be modelled by a 
mixing law:


fi(LM(p))

fi(LM(p)) ≈ biσ(−A⊤
i p) + ci Ai ∈ ℝm bi, ci ∈ ℝ ∀i ∈ [n]

43 Chen et al., 2024. Aioli: A Unified Optimization Framework for Language Model Data Mixing
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Key insight: mixing laws
The relationship between the mix p and  can be modelled by a 
mixing law:


fi(LM(p))

fi(LM(p)) ≈ biσ(−A⊤
i p) + ci Ai ∈ ℝm bi, ci ∈ ℝ ∀i ∈ [n]

45

σ(−A⊤
i p)

Monotonic + linear in mix
Interpretation:


• Small/big change in p = small/big change in performance


• Each domain linearly contributes Aij, a “score” for how much domain 
j impacts validation dataset i

Chen et al., 2024. Aioli: A Unified Optimization Framework for Language Model Data Mixing



Case study: two methods that 
utilise mixing laws
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Static setting: Data Mixing Laws (Ye et al., 2024)

fi(LM(p)) ≈ exp(−A⊤
i p) + ci

47 Ye et al., 2024. Data Mixing Laws: Optimizing Data Mixtures by Predicting Language Modeling Performance



Static setting: Data Mixing Laws (Ye et al., 2024)

fi(LM(p)) ≈ exp(−A⊤
i p) + ci

R2 of static mixing law on SlimPajama (7 domains): 0.997
48 Ye et al., 2024. Data Mixing Laws: Optimizing Data Mixtures by Predicting Language Modeling Performance



Static Mixing Law: Method

1. Explore 2. Fit 3. Optimize

49 Ye et al., 2024. Data Mixing Laws: Optimizing Data Mixtures by Predicting Language Modeling Performance



Static Mixing Law: Method
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1. Explore 2. Fit 3. Optimize
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Static Mixing Law: Method

Foundation Model
Embeddings

Liger: Smart Fusion of Foundation Models and Weak Supervision

def L_1:
  SPAM if “check out” 

def L_2:
  NOT SPAM if “love” 

Weak Sources

Y

λ1 λ2 λ3

Estimate Source Quality

Weak Supervision
Systems

Y

λ1 λ2 λ3

Local Estimates of Source Quality

Local Source Extensions

Liger

Val loss i = 1.20 

Val loss i = 1.13 

Val loss i = 1.48

Foundation Model
Embeddings

Liger: Smart Fusion of Foundation Models and Weak Supervision

def L_1:
  SPAM if “check out” 

def L_2:
  NOT SPAM if “love” 

Weak Sources

Y

λ1 λ2 λ3

Estimate Source Quality

Weak Supervision
Systems

Y

λ1 λ2 λ3

Local Estimates of Source Quality

Local Source Extensions

Liger

Foundation Model
Embeddings

Liger: Smart Fusion of Foundation Models and Weak Supervision

def L_1:
  SPAM if “check out” 

def L_2:
  NOT SPAM if “love” 

Weak Sources

Y

λ1 λ2 λ3

Estimate Source Quality

Weak Supervision
Systems

Y

λ1 λ2 λ3

Local Estimates of Source Quality

Local Source Extensions

Liger

…

p yi

:= exp(− ̂A⊤
i p) + ̂ci

1. Explore 2. Fit 3. Optimize
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Static Mixing Law: Results
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Test set perplexity (lower = better)

Ye et al., 2024. Data Mixing Laws: Optimizing Data Mixtures by Predicting Language Modeling Performance



Dynamic setting: Aioli (Chen et al., 2024)

f t+1
i (LM(p)) ≈ f t

i(LM(p)) − A⊤
i,t p

t

54 Chen et al., 2024. Aioli: A Unified Optimization Framework for Language Model Data Mixing



Dynamic setting: Aioli (Chen et al., 2024)

f t+1
i (LM(p)) ≈ f t

i(LM(p)) − A⊤
i,t p

t

R2 of dynamic mixing law on SlimPajama (7 domains): 0.938
55 Chen et al., 2024. Aioli: A Unified Optimization Framework for Language Model Data Mixing



Dynamic Mixing Law: method
p1 p2

…

56 Chen et al., 2024. Aioli: A Unified Optimization Framework for Language Model Data Mixing



Dynamic Mixing Law: method
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 Val loss i = -0.24△  Val loss i = -0.31△  Val loss i = +0.07△

…
pt

yit
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p1 p2
…
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Dynamic Mixing Law: method
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:= − ̂A⊤
i,t p

t̂f t+1
i (LM(p)) − ̂f t
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3. Optimize

minimizep∈△(m−1)×T
1
n

n

∑
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̂f T
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p1 p2
…

exp(η
m

∑
i=1

̂Aij,t)pt+1
j pt

j∝⇒
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Dynamic Mixing Method: Results
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Dynamic mixing improves over static mixing  
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Implications of mixing laws: 
improving understanding
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Understanding existing methods

• Many mixing methods share the same meta-procedure: explore, fit, 
and optimize.


• May use different mixing laws implicitly

At from f t+1
i (LM(p)) ≈ f t

i(LM(p)) − A⊤
t pt

Aij,t = f t
i(LM(p)) ⋅

fT
i (LM(1j)) − f1

i (LM(1j))
f1
i (LM(1j))

Aii,t = min{f t
i(LM(p)) − fT

i (LM(pref )), 0}

Aij,t = ⟨▿f t
i(LM(p)), ▿ f t

j(LM(p))⟩

Method

DoReMi (Xie et al., 2023)

DoGE (Fan et al., 2024)

Skill-It (Chen et al., 2023)

Aioli (Chen et al., 2024) Learned from fitting data to dynamic mixing law
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Understanding existing methods

• Performance of existing method is correlated with the accuracy of its 
implicit mixing law


• Hardcoded params can produce inconsistent gains
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Similarity between hardcoded and true mixing law parameters
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Understanding how models learn from data

Recall interpretation: each domain linearly contributes Aij, a “score” for how 
much domain j impacts validation dataset i. What does  actually 
look like?


• If A is sparse and does not change over time, life is easy but boring

A ∈ ℝn×m

fi(LM(p)) ≈ biσ(−A⊤
i p) + ci
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Understanding how models learn from data
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1. A matrix has asymmetries; not just one domain affecting one validation task
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Understanding how models learn from data
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Understanding how models learn from data
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Understanding how models learn from data
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1. A matrix has asymmetries; not just one domain affecting one validation task



Understanding how models learn from data
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Step 2000 Step 4000

2. A matrix can change over time
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Summary

• Data development pipeline: acquire (quantity), transform (quality), mix 
(composition)


• Mixing is an critical step that allows us to align the data distribution 
with a set of desired model capabilities, navigate tradeoffs


• Key development: performance is often roughly linear in the data mix!


• Mixing methods should exploit this structure to produce good mixes 
efficiently.
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Looking forward

• What should a domain be?


◦ We can mix across any unit.


◦ Domains as sources (conventional), vs. topics and formats


• Can we use mixing to understand how to better acquire data? What 
can the A matrix tell us about what data the model needs the most?

73



Thank you!
Some suggested readings:


• General data development:


◦ The FineWeb Datasets: Decanting the Web for the Finest Text Data at Scale


◦ BeyondWeb: Lessons from Scaling Synthetic Data for Trillion-scale Pretraining


◦ DataComp-LM: In search of the next generation of training sets for language models


◦ Dolma: an Open Corpus of Three Trillion Tokens for Language Model Pretraining Research


• Mixing:


◦ Data Mixing Laws: Optimizing Data Mixtures by Predicting Language Modeling Performance


◦ Aioli: A Unified Optimization Framework for Language Model Data Mixing


◦ Organize the Web: Constructing Domains Enhances Pre-Training Data Curation


Email: mfchen@stanford.edu
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